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Foreword

Today almost all industrial countries are investing heavily in the development of AI, and in
particular, Deep Learning. In Sweden, government, industry, and academia all recognize the need
to act quickly to strengthen our position in the field. The Knut and Alice Wallenberg Foundation
(KAW) has donated an impressive 1 billion Swedish Crowns to increase AI development and use
within the Wallenberg AI, Autonomous System and Software Program (WASP). The program will
use the funding to support the best AI researchers in Sweden, but a substantial part will also be
used for international recruitment of both young and established AI-researchers. Already today,
Swedish AI researchers report that the limited availability of adequate computing infrastructure
is hampering productivity. With the increasing volume of Swedish AI research over the coming
years, resulting from the investments from KAW and others, adequate computing resources will
be a crucial factor for success. Instead of forcing each research group or university to find the
funding to build these resources, it is much more cost effective to build a common platform
that can be used by all, preferably operated within SNIC, which has the expertise to organize
the use of national HPC resources. It is therefore with great foresight that KAW has donated
not only funding for research but also an additional 70 million Swedish Crowns for investment
in computing resources dedicated to AI research. We are most grateful for this. I would also
express gratitude to Professor Anders Ynnerman and colleagues for taking time out of their busy
schedules to provide this report.

Professor Mille Millnert
Chairman SNIC & WASP





1 — Executive Summary

This report is comissioned by the Wallenberg AI, Autonomous Systems and Software Program
(WASP) and the Swedish National Infrastructure for Computing (SNIC). The report forms the
foundation for a planned investment in dedicated nationally available computational resources
for research using AI methodology, such as Machine Learning.

The report gives an overview of the evolving hardware and software landscape for AI/ML,
analyses the scientific workflow and identifies the stages in which large-scale resources are
needed. The core of the report is an account for eight selected academic uses cases, each
outlining challenges, potential breakthroughs and technical requirements. The report also
presents industrial use cases, which are used to emphasize differences and similarities between
industrial and academic workflows. Based on the analysis of use cases, demands, and future
workflows, 10 major findings are presented:

1. GPUs are the current processing engine of choice in AI work flows, but in the longer
perspective other more efficient technologies may be on the horizon.

2. Investment in processing cycles needs to be augmented with a tightly coupled peripheral
infrastructure, containing elements such as hierarchical storage (memory, SSD and
disk), interconnection infrastructure, and network connectivity.

3. Internationally, substantial investments in infrastructure for AI are currently taking place
in many countries.

4. HPC and AI have different access and resource provisioning methods. Convergence
towards a Cloud-like delivery model is desired.

5. As the use of AI approaches is emerging in many new fields, advanced user support and
training is of high priority to make efficient use of the infrastructure.

6. Access to large scale GPU clusters is an essential and costly stage in the AI workflow,
but it also contains several other stages with varying needs for resources, data and
software.

7. Efficient, robust and secure data handling is mission critical in most applications.
8. There are currently islands of advanced AI users in the Swedish academic community,

and a challenging large number of rapidly emerging applications spanning across the
full range of disciplines.
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9. The AI software landscape is changing rapidly with a continuous flow of new tools and
updated technologies.

10. Users should be presented with one national entry point regardless of the organization
of the physical infrastructure.

The overall main conclusion from analysis of the needs expressed in the uses cases is that:

There is an urgent and rapidly growing need for computational resources sup-
porting AI workflows. Unless investments are made rapidly and with long term
plans for continuous build-up, the competitiveness of Swedish research in AI/ML is
jeopardized.

The reference group for the investigation performed an analysis of the findings and possible
modes of provision of resources, such as AIaaS (AI as a Service), infrastructure grants to
individual research groups, a coordinated national investment, and possible combinations thereof.
The conclusion is summarized in the following recommendations:

� Investment in one large scale GPU-based, state-of-the-art system, which is integrated
into the Swedish National Infrastructure for Computing.

� Investment in tightly integrated, hierarchical storage solutions to provide extreme
bandwidth access to data and leverage such existing resources in SNIC.

� As operational costs are significant they must be included or covered by other sources.

To ensure the provision of high quality services to the community it is furthermore necessary
that:

� A new delivery model based on convergence of HPC and Cloud paradigms is developed.
� Advanced user support for effective use of the AI resource is established.
� Outreach and training efforts are initiated at the national level.
� Coordination with Swedish industrial resources should take place and industrial collab-

orations must be supported.

The reference group is very grateful for the many contributions from the vibrant and emerging
AI/ML community towards this report. The AI infrastructure initiative is very timely and will
promote Swedish research as well as make it possible for Sweden to align with the international
build-up of infrastructures in this strategic domain.
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2 — Preliminaries

2.1 Motivation

This report takes its starting point in the rapid, on-going development of Artificial Intelligence
and in particular Machine Learning (ML) approaches, and their deployment in essentially all
sectors of society. The Wallenberg AI, Autonomous Systems and Software Program (WASP) has
launched strategic efforts to promote both research on AI itself and the application of AI based
approaches in the WASP domains and beyond. At the same time other areas of research are
aggressively, and with the support of funding agencies, building up research based on deployment
of ML, and the use of ML is thus spreading through many areas of academia, industry and
society.

State-of-the-art research, development and use of ML require access to a range of computational
and storage resources. In view of this need, WASP and the Swedish National Infrastructure for
Computing (SNIC) have expressed the intention to support provision of AI/ML resources to
the Swedish academic community. This report has been commissioned with the objective of
providing guidance on how to best invest in, and provide such support.

2.2 Mandate and Scope

The report should contain a clear recommendation for potential investment in hardware during
2019, as well as needed investment in operations and support. The analysis and scope of the
report should cover present needs and estimated development until 2025. The report should only
deal with nationally available infrastructure and services, and thus does not include specific needs
expressed by research groups. Nor does it cover general support for use of AIaaS1 resources.
The report should focus on academic needs, but should also address potential collaborations with
non-academic partners. The report should be presented to the WASP and SNIC boards no later
than November 2018.

1AI-as-a-Service
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2.3 Method

A reference group with representatives from academic users and developers, HPC centres, and
industrial partners was appointed to lead the investigation. The group has the following members:

� Prof. Anders Ynnerman, Linköping University, Chairman
� Dr. Johan Eker, Lund University and Ericsson AB
� Prof. Erik Elmroth, Umeå University
� Prof. Michael Felsberg, Linköping University
� Prof. Matts Karlsson, Linköping University
� Prof. Erwin Laure, Royal Institute of Technology

The chairman of the reference group carries the overall responsibility for the investigation and is
the main editor of the report. The reference group also includes advisory panels covering the
following topics:

� Hardware and software solutions for ML
� International development
� Swedish leading edge research in need of ML resources
� Industrial needs and collaborations
� User support and training

The panels presented their initial findings at an open hearing held in Stockholm on June 1st 2018.
The results from the hearing formed the basis for the list of findings presented in the report. The
chairman of the reference group is the main author of those sections of the report not provided
by the specific panels.



Hardware and Software Solutions
International Outlook

3 — Introduction

3.1 Hardware and Software Solutions

The hardware and software landscape for AI is developing rapidly, with the current situation
being significantly improved over the past five years through development of such approaches as
accelerator technology and deep learning (DL) software. This rapid development is expected
to continue, possibly driven by other software trends, making any long-term predictions rather
uncertain.

3.1.1 AI in the Scientific Workflow

AI methods and software are not applied in isolation but are part of larger scientific or industrial
workflows involving pre-and post-processing, data management, and other simulation or analysis
steps. Figure 3.1 (taken from [1]) shows the typical ecosystem in which AI methods (in this
specific case a machine learning system) are embedded.

This ecosystem is not specific to AI applications but applies to any (HPC) workflow, although
there might be important differences in what is expected from certain components. This is
particularly true when it comes to service models and access to resources. While computing

Figure 3.1: An illustrative AI ecosystem.
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Figure 3.2: An illustrative AI workflow.

resources are delivered to classical HPC applications in a rather static, batch-like model, AI
applications are also in need of more interactive modes, including dynamic resource allocation
and streaming of data. As a consequence several service models are required to support these
different use cases. Ideally, such systems should ease the uploading of data, downloading of
results, and job submission and application control.

Another important component is data handling, since AI is dependent on access to large amounts
of data. Many aspects of data handling, including fast data access and efficient large-scale storage
are essential, but aspects such as data quality assurance, data provenance, format conversion, and
data privacy are also important components of the AI ecosystem, as they can be for other applica-
tions. Following the principles of Open Data and of the European Open Science Cloud (EOSC),
an AI infrastructure needs to provide appropriate data management subsystems, following the
FAIR principles: Findable, Accessible, Interoperable, and Reusable.

3.1.2 AI Workflows

There are different kinds of workflows for AI problems, but typically for machine learning there
are large datasets and the challenge is to create a system to learn a pattern present in one dataset
(the training set) and later recognize the presence of that pattern in other, related datasets.

To solve problems of this type, data and AI scientists go through a workflow that requires different
techniques, software, and hardware at each stage, as illustrated in Figure 3.2. Different problems
will have specific workflows, but in general the workflow may be: intention definition (survey),
data wrangling, model trial/error, model optimization, and model insights and archiving.

The stage of Intention definition and survey includes formulating a hypothesis that certain
generalizable information can be built from the dataset. For example to detect the presence of
a cat in a photograph, from a set of photographs that have been human-tagged with “contains
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cat”/“does not contain cat”. At this point a survey is required to determine the existence of
models that solve this or similar problems. Those “similar problem models” are key: most new
AI problems are solved by modifying an existing model that is sufficiently close in nature. For
example, it is possible that a deep learning model to detect dogs in photos can be altered slightly
to detect cats. Among the requirements for this is access to a library of models for past AI
problems to support the creation of new ones. Such a library must include model descriptions,
training datasets, and usable code. Users must subsequently be able to add new models and
datasets to the library.

In the Data wrangling stage the scientists process the data to increase the capacity of the learning
systems or to satisfy particular requirements, for example by filtering, averaging, withering,
anonymization, or any other kind of data processing step. As part of the workflow management
it is important that datasets are handled using proper version control techniques in order to
allow reproducibility. The requirements for this phase include the capacity to upload and store
the initial dataset, as well as any intermediate versions of the dataset together with metadata
that describes its changes (provenance). The requirements also include the need for interactive
computing resources of intermediate scale to test data transformations and run quick experiments
to evaluate models. The final large dataset transformations require larger-scale resources, ideally
accessible via a batch system.

At the Model trial stage the scientist defines a set of models and runs training processes over the
dataset to identify which one best solves the problem. Users usually perform small training tests
with quick adjustments and re-runs before running larger training processes. The requirements
during this phase include both interactive resources of intermediate capacity for the quick model
trials and more powerful batch resources for the training processes to select the best models for
the next stage.

The Model optimization and final training stage is usually performed for models that are
parameterized for, for example, deep learning structure, learning rate, and model constant. The
space of parameter values is explored by running multiple training processes on the dataset to
determine the best settings for the model. Powerful batch compute resources are required to
perform multiple training steps in parallel, each with with different parameters. In addition,
orchestration tools are required to setup and perform the multiple training steps and to automate
model selection by analyzing training results. The system requirements include low latency
synchronous interconnects to optimize parallel synchronous learning.

In the final stage, Model insights and archiving, models are often analyzed to understand why
they perform as they do. This usually requires visualization tools to analyze intermediate data
steps in the model and is fundamental to provide knowledge that will help to use all or part of the
model for other AI problems. This brings requirements of interactive resources of intermediate
capacity to run the model as well as mechanisms to store the model, training dataset, and insights
into the model, for future use. [2]

3.1.3 The Evolving Software Landscape

The software landscape includes both software for different particular AI methods and for use at
different stages of the workflow. Before detailing this landscape it should be pointed out that this
is a software landscape subject to very rapid development with new software packages, providing
new features or better performance, quickly replacing others. Below, we characterize software
based on functionality and illustrate with some currently available packages:

Software for General Machine Learning, including software mainly for supervised and unsuper-
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vised learning, methods for data analysis, experimental setup, and validation. Examples include
SciKit-learn, Spark MLLib, and H20.ai.

Software for Deep Learning, including specific tools for creating neural net architectures and
possessing capabilities for hardware acceleration and distributed computation. Software is
typically general purpose but has many applications in language and speech recognition, and in
computer vision. Examples include Tensorflow, Keras, Torch, Microsoft Cognitive Toolkit, and
Theano.

Software for Reinforcement Learning is software aimed to act in a particular environment and is
often simulator-based. Examples include OpenAI Gym, DeepMind Lab, and Berkeley RISE Lab
stack.

Software for classical AI including Reasoning and Planning is often designed in the form of
libraries, and targets problems such as semantic reasoning and planning. Examples include
SOAR, Metric-FF, and CST.

Programming Tools and Management Software is software for setting up and performing com-
putations, for example programming environments and tools for managing projects, data, and
models. Many of the applications of AI and machine learning will need massive amounts of
training data. Storing this data and calculating features from them is a big data problem and thus
the system should have access to very large-scale storage and the capabilities to run big data
platforms such as Spark and Hadoop. Examples of other tools and management software include
Jupyter, GitLab, and Hops.

In addition to the packages described above, the research community uses a lot of specialized
software tailored to small user groups and with functionality very much dependent on research
area and interests.

3.1.4 The Evolving Hardware Landscape

The computing hardware used for AI is a mix of general-purpose CPUs and GPUs and specialized
hardware such as FPGAs and accelerators, such as ASICs/TPUs, as they are well-suited for
different parts of the workflow. The CPUs spend most of their area on deep caches, making
them ideal for providing low latency data access for applications with random or non-uniform
memory accesses. GPUs, on the other hand, are optimized for compute intensive workloads and
streaming memory models and so provide high throughput. GPUs are sometimes claimed to
have much higher memory bandwidth, by as much as a factor of ten, but this comparison very
much depends on what memory level comparison is under consideration. Regarding specialized
hardware, the FPGAs provide programmable logic whereas the different accelerators are fixed.

In practice, GPUs and accelerators are primarily used for large-scale deep learning (and other
machine learning) processing whereas CPUs are the primary choice for most other parts of the
workflow. Notably, sometimes the choice of CPUs is based on a lack of libraries supporting
GPUs and accelerators, which may be the case, for example, for researchers working on their
own machine learning codes.

In addition to computational resources, the storage infrastructure is important to allow for the
storage and high-speed delivery of large amounts of data, which can only be expected to increase
in both capacity and demand over time.
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3.2 International Outlook

AI and its related IT infrastructure is currently a hot topic internationally, with many countries
developing plans to provide dedicated support for AI, on both the research and infrastructure
sides. This includes significant investment in AI infrastructure, together with programs to
improve the system and application software. A recent trend is to see AI infrastructure not as a
separate entity but as an integrated component of the main national HPC infrastructure. Thus
full scientific or industrial workflows, combining AI methods with other simulation or analysis
components, is facilitated. In addition, synergies within the IT ecosystem (processing, memory,
storage and networking) can be utilized.

In this section, we summarize some of the major international developments.

At the end of March 2018 the French President presented his vision to make France a world
leader in AI [3] based on the extensive report compiled by Cèdric Villani [4]. This report ad-
dresses various issues from education/training, research, infrastructure, access to open databases,
fairness and ethics. Among these recommendations a major one is related to the provision of
AI infrastructure for the French AI research community. This recommendation is currently
being addressed by the French National Infrastructure for Supercomputing (GENCI) by means
of systems with converged HPC/AI nodes, with additional nodes specific to AI. While access
modes to AI nodes will be different from those used for classical HPC, one topic of interest for
GENCI is the convergence between HPC and AI, when HPC needs AI (such as for in situ post
processing of data, smart computational steering, fast convergence of numerical methods, or for
maintenance or smart scheduling of resources) and when AI needs HPC (such as for scaling up
(new) AI methods using massive datasets).

A particular focus is put on supporting the needs of the French AI community (in addition to
the HPC one) by supporting a large number of tools and environments, rapid provision of such
environments, flexibility and ease of use (providing similar experiences as using cloud resources,
portals, GUIs), containerization, security, and the inclusion of elastic access modes in the existing
peer-review based allocation mechanism. Currently, these joint systems are used by some 40%
by the French AI community; research and industry alike.

A similar approach is being followed in Finland where the national supercomputing centre,
CSC, is planning a computational platform that combines traditional HPC with data intensive
computing and AI based on requirements put forward in “The Scientific Case and User Require-
ments for High-Performance and Data-Intensive Computing in Finland 2017–2021” [5]. Finland
is investing over 270 MSEK in renewal of their national HPC infrastructure, of which some
50–100 MSEK will be invested in the converged HPC/AI platform, excluding storage.

The UK has recently published a policy paper entitled “AI Sector Deal” [6] that is expected to
influence future e-infrastructure roadmaps towards AI.

The GCS partners in Germany operate a variety of different evaluation systems and the Jülich
Supercomputing Centre (JSC) has plans to install a major system optimized for data-intense
science and data-analytics applications, such as non-volatile memory (NVM) at node level and
high-performance storage tiers, by 2020.

Many other countries, including Norway, Ireland and the Netherlands, are putting in place smaller
systems to gain experience and build up competence in this area.

In the Nordic countries a letter of intent has been submitted to the Nordic e-Infrastructure
Collaboration (NeIC) for increased collaboration and exchange of knowledge within the region.
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Outside of Europe, the major US (e.g. the currently most powerful supercomputer in the world,
Summit) and Japanese systems (Post-K) have been designed to support both, classical HPC and
AI applications, although using different technologies. As part of their Exascale initiative the US
have also recently launched a Machine Learning Center that aims at the development of highly
scalable and efficient ML software for the Exascale1. This centre receives some 4 MUSD per
year.
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4 — Swedish leading-edge research in
need of AI/ML infrastructure resources

4.1 Scope of panel

This chapter presents the findings of the panel with respect to the mission to identify and present
use cases for a future AI/ML infrastructure. The selection of areas was made to represent
potential user groups and to highlight the present and future needs in a variety of disciplines and
different usage patterns. The cases do not cover all the current and potential future users and
they should not be seen as any guidance to which disciplines and cases are of high priority, but
can serve as clear examples giving insights into the potential needs and the impact that might be
generated. The following cases were selected:

1. Cell and molecular biology
2. Bioimaging/bioimage informatics
3. Automatic control and Automation
4. Natural Language Processing
5. Engineering and Materials
6. Climate Research
7. Finance
8. Computer vision & video analysis

For each of these cases the panel was asked to delineate the scientific challenges and their
potential impact in terms of specific breakthroughs that could be made using AI/ML. An estimate
of required resources to execute the research program, as well as the corresponding technical
challenges, concludes each case. It should be noted that the scope and level of details varies
between the cases, reflecting the varying degree of experiences of AI/ML. In some cases the case
is based on on-going research projects using significant resources, whereas other cases are based
on extrapolated needs for future projects.
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4.2 Case 1: Cell and molecular biology

Cell biology (cytology) and molecular biology are branches of biology that study the structure
and function of the cell, and the molecular basis of biological activity in the systems of a cell,
respectively. Both branches are fundamental to the understanding of how cells work and thus
form the basis to many other areas, such as research into cancer.

4.2.1 Scientific challenges and potential impact

In structural biology studies different modalities, such as cryo-electron microscopy (cryo-EM),
X-ray crystallography and flash X-ray imaging, generate tremendous amounts of data with
megapixel images generated at kHz rates at the most advanced facilities. Since these images
reflect the scattering of individual photons or electrons, with each image possibly reflecting
a unique sample, traditional image and video compression approaches are applicable to only
a limited extent. How to compress and make sense of these data flows is an area of active
interdisciplinary research.

So far, processing approaches have generally focused on modelling individual shots, and only
then compiling conclusions. The interest in time-resolved studies, as well as the direct modelling
of the heterogeneity of samples, is increasing, however, with a commensurate increase in sizes
of the required data. Since proteins are frequently molecular machines, understanding what parts
can move and what parts are flexible require a holistic modelling of a full dataset, especially
when the signal to noise ratio for individual shots is very low. In such conditions one would
want to move beyond the current traditional modelling based on a simplified view of the physical
processes, and benefit from advances in machine learning.

During the development of these techniques, repeated training (not only inference), running
over hours of recorded data, can be necessary. Even with some amount of prefiltering the data
volumes can be vast. Beyond what is common in any image-processing Deep Learning (DL)
application, the physics of photon diffraction also suggests that Fourier transform layers should
be included in the nets. The global nature of the Fourier operator introduces some challenges
regarding the efficient implementation of these models.

The complete understanding of the energy landscape of a protein, as characterized by the
probability of observing it in different shapes in a flash X-ray imaging dataset, would be directly
applicable in pharmaceutical applications since most drugs work by binding to proteins with high
specificity, inhibiting or enhancing their function. Currently, structural models from experiments
are static and the only way to understand the mechanics is by molecular dynamics simulations.

A desirable outcome would be to create a hybrid learning model, that unifies an ML framework
with experimental structure data.

Possible breakthroughs on the horizon which might be enabled by use and development of
DL/ML in this domain are:

� Atomic resolution 3D reconstruction of a membrane protein of unknown structure
(the 2012 Nobel prize in Chemistry was awarded for the elucidation of the structure of one
family of challenging proteins using current techniques).

� An experimentally founded description of the 4D mechanics (3D + reaction dynamics)
of a central macro-molecular machine in the human cell, such as the ribosome or RNA
polymerase II. Previous work on the static ribosome structure was awarded the Nobel
prize in 2009.




